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DECaDE – UKRI Centre for the Decentralised Digital Economy 

DECaDE’s Response to the UK Government Open ConsultaƟon on 
Copyright and ArƟficial Intelligence 

1. ExecuƟve summary of DECaDE’s response 
DECaDE’s posiƟon is that the UK can play a leading role in shaping balanced AI copyright policy. By 
supporƟng emerging standards and decentralized technologies, the UK can uphold creator rights while 
sƟmulaƟng an innovaƟve environment for AI research and commercial development.  

1. Support for a Balanced “Opt-Out” ExcepƟon (OpƟon 3) 
DECaDE supports OpƟon 3 (data mining excepƟon with rights reservaƟon). We believe this best 
balances innovaƟon opportuniƟes and rightsholder concerns, ensuring that the UK remains an 
aƩracƟve locaƟon for AI research and development while respecƟng the interests of creators. By 
permiƫng text and data mining (TDM) with the ability for rightsholders to opt out, creators may 
reserve rights in a manner aligned with emerging EU frameworks, giving the UK legislaƟve alignment 
and compeƟƟve posiƟoning. 

2. Importance of Granularity and Transparency 
We recommend a more granular approach to “AI opt-out” than current EU TDM provisions, enabling 
rightsholders to disƟnguish between types of AI usage (e.g. training generaƟve models vs. AI-driven 
search, classificaƟon, or recommendaƟon). This avoids an overly broad blanket opt-out that may 
inadvertently sƟfle other uses including content discoverability. 

 Machine-Readable DeclaraƟons: DECaDE advocates for an open, patent-free technical 
standard—like the CoaliƟon for Content Provenance and AuthenƟcity (C2PA)—to encode 
provenance data including authorship and AI opt-out signals in a machine-readable form. 

 Encouraging PreservaƟon of Metadata: We urge the government to incenƟvise plaƞorms to 
preserve these provenance markers. The stripping of provenance metadata by content 
distribuƟon plaƞorms remains a criƟcal barrier to scalable, enforceable opt-out frameworks. 

3. Licensing Models and Emerging CompensaƟon Frameworks 
While current large-scale licensing pracƟces exist, we see an opportunity for new, decentralized 
models that could automaƟcally compensate creators for reuse of their work in AI training. The ORA 
framework co-developed by DECaDE and some of its commercial partners, for example, aƩaches 
rights and payment informaƟon to content, enabling transparent and fair compensaƟon. We 
encourage the government to work with academia and industry to explore these emerging soluƟons 
for enabling creator value from AI in our Decentralized CreaƟve Economy. 
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4. ProporƟonate Transparency for GeneraƟve AI 
Disclosing every detail of an AI model’s training corpus may compromise commercial secrets. We 
instead recommend that AI developers aƩest to using properly licensed data. Further, they could 
disclose the licenses under which training data was used, rather than specific sources. This helps 
build trust and clarity over permissible use without deterring investment and innovaƟon in UK-based 
AI development.  It can also help idenƟfy inadvertent re-training on syntheƟc data which can reduce 
the quality and commercial value of AI models. 

5. Government Leadership and Regulatory Underpinning 
We believe government legislaƟon should remain at a high level—requiring that AI opt-out and 
provenance be communicated via open standards—rather than prescribing a specific technology or 
standard. At the same Ɵme, a clear regulatory framework underpinning transparency and rights 
reservaƟon would ensure compliance. We also encourage the government to lead by example, 
embedding content provenance metadata its own published media or in public broadcasters. 

2. IntroducƟon to DECaDE  
DECaDE is the UKRI Centre for the Decentralized Digital Economy, a mulƟ-disciplinary research centre 
led by the University of Surrey in partnership with the University of Edinburgh and the Digital 
Catapult.  DECaDE is funded 2020-2026 by the UKRI/EPSRC. 

DECaDE’s mission is to explore how decentralized plaƞorms and data centric technologies such as AI 
and Distributed Ledger Technology (DLT) can help create value and in our future digital economy in 
which  everyone is a producer and consumer of digital goods and services.  DECaDE studies these 
quesƟons primarily through the lens of the creaƟve industries, which have shiŌed from monolithic 
content producers to a decentralized model where individuals and smaller producƟon houses also 
increasingly produce and consume content disseminated via online plaƞorms.  As a mulƟdisciplinary 
academic research centre, DECaDE brings together technical experƟse in AI, DLT and Cyber-security, 
with business, law, and human factors / design. DECaDE co-creates its research with over 30 
commercial partners including several in the creaƟve sector including Adobe and the BBC, and has 
worked extensively with the cabinet office and Scoƫsh government.  More informaƟon on DECaDE 
and its partners is at decade.ac.uk [1]. 

DECaDE focuses on provenance of assets within digital supply chains, and has researched and 
commercialized mulƟple data provenance technologies to trace the provenance of media with a view 
to tackling fake news and misinformaƟon online.  For example, DECaDE researchers have developed 
digital watermarking and fingerprinƟng technologies to idenƟfy and trace media (durable content 
credenƟals) cited in a recent report by the internaƟonal security agencies [2]. They have contributed 
to the development of the CoaliƟon for Content Provenance and AuthenƟcity (C2PA) which develops 
an eponymous internaƟonal standard for expressing media provenance, commonly referred to as 
Content CredenƟals [3] and broadly adopted by industry (e.g. Meta, Google, Adobe, MicrosoŌ, 
Amazon, Tiktok, LinkedIn, Samsung, and others) as well as being fast-tracked as an ISO standard under 
ISO/TC 171/SC 2.  As an early member of the Content AuthenƟcity IniƟaƟve (CAI) DECaDE’s 
technologies have been integrated by  mulƟple industry partners to signal use of GeneraƟve AI and 
help trace the origins and acƟons performed on media in order to enable users to make more informed 
trust decisions about online content [4].   

DECaDE has been exploring applicaƟons of provenance beyond transparency and authenƟcity, to help 
create value in new ways within the decentralized creaƟve economy.  For example, DECaDE co-
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developed the ORA framework with its industry partners; a prototype technical soluƟon to idenƟfy the 
ownership and rights associated with content [5].  Building upon the C2PA open standard, these 
technologies demonstrate ways for creators to aƩach rights informaƟon (including Copyright, and AI 
training opt-out signals [7]) as well as receive automated royalty payments for the re-use of content 
including its use to training GeneraƟve AI [5,6].  These technologies have been built and workshopped 
with creaƟve rightsholders [8,9]. 
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3. Response to the Open ConsultaƟon QuesƟons 
3.1 Copyright and ArƟficial Intelligence 
QuesƟon 1: Do you agree that opƟon 3 - a data mining excepƟon which allows right holders to 
reserve their rights, supported by transparency measures - is most likely to meet the objecƟves set 
out above? 

Yes 
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QuesƟon 2: Which OpƟon do you prefer and why?   

DECaDE prefers OpƟon 3, which uses an opt-out model balancing the interests of rightsholders with 
the UK’s global compeƟƟveness. An opt-in requirement would severely limit access to the large data 
volumes needed for commercial AI development, reducing the aƩracƟveness of the UK for both 
academic research and spin-out ventures. Smaller operators, such as universiƟes and startups, would 
struggle to obtain enough content for their projects if they had to secure explicit permissions upfront. 
OpƟon 3 also aligns the UK with the EU Copyright DirecƟve (2019) TDM excepƟon, which will help to 
keep the country compeƟƟve in AI innovaƟon by avoiding the risk of talent and research relocaƟng to 
jurisdicƟons with potenƟally more permissive legislaƟon around re-use of data in AI training. 

 

3.2 Our proposed approach: ExcepƟon with rights reservaƟon  
QuesƟon 3: Do you support the introducƟon of an excepƟon along the lines outlined above?   

Yes 

 QuesƟon 4: If so, what aspects do you consider to be the most important? If not, what other 
approach do you propose and how would that achieve the intended balance of objecƟves?   

Two key consideraƟons are granularity and transparency. In terms of granularity, an opt-out 
framework should recognize that “AI training” spans different processes—ranging from full-scale 
generaƟve model creaƟon to smaller-scale fine-tuning or analyƟc tasks like search and 
recommendaƟon. A single, broad opt-out of ‘AI’ can unintenƟonally block beneficial uses, such as 
content discoverability through AI-driven search – which is oŌen desired by rightsholders.    This is the 
case with exisƟng European LegislaƟon (EU Copyright DirecƟve 2019, ArƟcle 4) which is a blanket opt-
out of all ‘data mining’ including AI. Perversely this could even prevent content being indexed by search 
registries for the purpose of discovering opt-out.  There is an opportunity for the UK to take a more 
granular approach in its Copyright legislaƟon that allows rightsholders to specify which types of AI 
processes they wish to exclude—for instance, prohibiƟng the training of large generaƟve models while 
sƟll permiƫng analyƟc uses. 

Transparency involves making these choices clear and verifiable at both the site level (applying an 
overarching rule to an enƟre domain) and the asset or “unit” level (embedding metadata in each file). 
To minimize fricƟon for rightsholders and developers, any approach should adopt open standards that 
enable automated idenƟficaƟon and enforcement of opt-out markers.  One such standard, already 
being applied by industry [Forbes, 2024]  for unit-level protecƟon is the CoaliƟon for Content 
Provenance and AuthenƟcity (C2PA) [C2PA] which also offers the abovemenƟoned granular opt-
out.  The C2PA is already widely adopted across industry, and is being fast-tracked as an ISO standard 
under ISO/TC 171/SC 2 for ISO adopƟon early 2025.  The Joint Photo Expert Group (JPEG) standards 
commiƩee responsible for the common JPEG image format, has already incorporated the C2PA into 
their own JPEG Trust standard (ISO/IEC 21617-1:2025).   At the site-level, there are defacto standards 
such as the convenƟon of placing a ‘robots.txt’ file on a website indicaƟng which areas of the site may 
be scraped.  Some rightsholders are criƟcal that this ‘throws the baby out with the bathwater’ in that 
they oŌen desire content discovery through search, but wish to opt-out of AI training. Early discussions 
are being had around an ‘ai.txt’ alternaƟve, or standards for indicaƟng site-level opt-out such as 
TDMRep [TDMRep].  In any case all opt-out standards are new and emerging, and no single approach 
covers well both unit and site level opt-outs.  DECaDE does not therefore advocate for the naming of 
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a parƟcular standard within UK Copyright legislaƟon, but rather for the encouragement of open 
standards for machine-readable opt-out. 
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QuesƟon 5: What influence, posiƟve or negaƟve, would the introducƟon of an excepƟon along these 
lines have on you or your organisaƟon? Please provide quanƟtaƟve informaƟon where possible.   

IntroducƟon of an AI opt-out excepƟon would enable creaƟves to have increased confidence when 
distribuƟng their content, as there would be a legal support for any opt-out signals carried with that 
work.  As we discuss later, content provenance standards such as the C2PA can not only enable opt-
out declaraƟons, but can also be extended include ownership and payment details, opening avenues 
for creators to moneƟze AI-driven reuse of their content—parƟcularly in the emerging decentralized 
creaƟve economy [Collomosse 2024]. However, it is important to recognise the burden that this 
addiƟonal granularity may place on some creaƟves to understand and anƟcipate how different AI tools 
may use and exploit their work.  Without clear visibility of potenƟal benefits, some rightsholders may 
simply opt out of all AI uses by default, forfeiƟng opportuniƟes to earn revenue from permissible or 
desirable AI acƟviƟes. 

[Collomosse 2024] To AuthenƟcity, and Beyond! Building Safe and Fair GeneraƟve AI upon the Three 
Pillars of Provenance. J. Collomosse and A. Parsons. IEEE Computer Graphics and ApplicaƟons (IEEE 
CG&A). 2024  hƩps://bit.ly/provtriad 

 

QuesƟon 6: What acƟon should a developer take when a reservaƟon has been applied to a copy of 
a work?   

DECaDE believes that developers should respect any clear, machine-readable markers indicaƟng that 
a work is off-limits for AI training or analysis.  At a minimum, they should honour any metadata 
aƩached to a data item (so called 'unit level’ opt-out) that indicates the reservaƟon using a widely 
adopted open standard capable of expressing the same.  Such opt-out may be specified using an open 
standard such as C2PA (Content CredenƟals) At a minimum site-level opt-out instrucƟons (e.g., “no-
scrape” flags) on websites similar to ‘robots.txt’ in the context of search engine scraping, should also 
be honoured.  

Challenges emerge when content is copied from one site to another containing no such site-level 
markers, or when unit-level metadata aƩached to individual assets is stripped away by content 
plaƞorms (such as social media sites) during distribuƟon online.   Although it is difficult to recover from 
this situaƟon for site-level opt-out, unit-level opt-out can be reinforced in two main ways. 1) Metadata 
standards can employ watermarking technologies to improve the persistence of metadata through 
plaƞorms, for example Durable Content CredenƟals for C2PA [Adobe 2024, NSA 2025]; 2) Registry 
services may be established to lookup missing provenance informaƟon using visual matching 
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technologies such as content fingerprinƟng, for example DECORAIT [Balan 2023b] describe a way to 
harness decentralized lookup technologies for this purpose. 
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QuesƟon 7: What should be the legal consequences if a reservaƟon is ignored?   

This is potenƟally one of the most significant, but also most contenƟous aspects of the proposed 
regime. TradiƟonal copyright law has a range of possible remedies. The most common is  monetary 
damages that compensate the rightsholder for quanƟfiable losses. These however will frequently be 
of liƩle use in the context of training AI models, as the loss for the creator will oŌen be difficult to 
quanƟfy, and also oŌen be de minimis. The role of collecƟng socieƟes might miƟgate this to a degree, 
though only a small percentage of rightsholders will be represented by them. In the US, class acƟons 
are a powerful tool to combine large numbers of small infringements into liƟgaƟon that can achieve 
also the desired deterrent effect, but the creaƟon of such a procedural tool would be a significant 
change for UK law. Without addiƟonal remedies, this approach therefore give larger commercial 
enƟƟes an undue advantage and allows them to treat these damages simply as a business expense, 
effecƟvely granƟng themselves a de facto license even though a rightsholder has explicitly indicated 
opt-out.  

In addiƟon to compensatory damages, UK copyright law also allows the award of “addiƟonal” damages 
under the EU Enforcement DirecƟve 2004/48/EC and the UK IP Enforcement RegulaƟons 2006. These 
act as “puniƟve damages” that also have a deterrent effect, and protect not just the individual 
claimant, but society at large. Because of that dual nature though, they can raise rule of law issues 
(criminal law raƟonales in private law liƟgaƟon, with its lower evidenƟal burdens etc) . In the past, as 
far as we can tell, they have been used if at all only very sparingly by the courts. For the quesƟon of AI 
training, they may provide a more equitable soluƟon that gives big tech companies the right incenƟves 
to ensure opt-outs are taken seriously and respected. While in principle, the law already provides for 
this opƟon, it may be necessary to provide a clearer steer, possibly through an amendment, when 
addiƟonal damages are not just permiƩed but expected to be awarded. 

While monetary damages are one remedy for unauthorised use, they are only one of the rights 
currently available to right holders. As important, and in pracƟce used more oŌen, is injuncƟve relief 
combined with the noƟce and takedown regime: in addiƟon to damages for the past infringement, the 
right holders can prevent the conƟnuaƟon of the infringement, for instance by requesƟng that 
infringing content is removed from a website. Applied to the AI scenario, the rights holder might now 
be over-protected. Even if their contribuƟon was only minimal, they could request that further 
infringing use be prevented by retraining the model, with the unlicensed material removed. This could 
result in significant costs for the provider.  
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Finally, a data scraper ignoring a machine-readable opt-out or other digital method that indicates the 
copyright status of an object could be seen as the circumvenƟon of a Technological ProtecƟon 
Measures (TPMs). While under current law, secƟon 29A provided a TPM excepƟon for  copies for text 
and data analysis, this is restricted to non-commercial research only. Under secƟons 296 to 296ZF of 
the amended Copyright Designs and Patents Act 1988 (CDPA), this circumvenƟon would be a separate 
tort from that of copying the underlying asset, resulƟng in both civil and potenƟally criminal sancƟons.  

The combinaƟon of these remedies presents a paradox when applied to AI training: rights holders are 
both over- and under-protected. If for example hobby photographer who has put  a picture on their 
website and protected it with an appropriate, machine-readable opt-out finds that despite the opt out, 
it was used to train a model, would; 1) Have next to no effecƟve remedy for compensatory damages 
(de minimis or no economic loss); 2) But could, in theory, require the enƟre model to be taken offline 
and retrained; 3) While at the same Ɵme, depending on the technical nature of the chosen opt out, 
might insƟgate both civil and criminal sancƟons against the data scraper.  

We are not convinced that this is a desirable outcome for any of the parƟes; nor can it be remedied by 
mere evolving interpretaƟon/clarificaƟon of the law, it will require legislaƟve intervenƟon.  

DECaDE therefore recommends a “graded response” were sancƟons are linked to the scale of the 
infringement overall (so that it maƩers not just if the current claimant’s rights were violated, but the 
scale of the unauthorised use across the board), the degree to which disregarding the opt-out was 
intenƟonal or grossly negligent, and the overall profits that the model developer. These can then range 
from addiƟonal (puniƟve) damages that reflect the scale and severity of the abuse, right up to the duty 
to retrain the model in cases where a significant percentage of the training data was unauthorised.   

QuesƟon 8: Do you agree that rights should be reserved in machine-readable formats? Where 
possible, please indicate what you anƟcipate the cost of introducing and / or complying with a rights 
reservaƟon in machine-readable format would be? 

DECaDE emphasizes the importance of adopƟng a machine-readable format for rights reservaƟon. AI 
training oŌen involves large-scale reuse of content, making automated detecƟon and enforcement of 
opt-out signals essenƟal. Current AI methods—such as NLP—are not sufficiently reliable to parse free-
text declaraƟons at scale. Moreover, interoperability across different sources, tools, and plaƞorms 
requires an open, patent-free technical standard. Therefore DECaDE advocates for the use of open 
technical standards to communicate AI opt out, and the government should work with rightsholders, 
industry, academia and standards organizaƟons to determine the properƟes of such a standard, 
including that it is accessible and understandable to diverse creaƟves, who will have varying degrees 
of AI literacy. DECaDE suggests that one promising standard for unit-level AI opt-out is the technical 
standard of the CoaliƟon for Content Provenance and AuthenƟcity (C2PA) in that it meets these criteria 
is already gaining tracƟon within the technology sector for AI opt-out. 

 

3.3 Technical standards  
QuesƟon 9: Is there a need for greater standardisaƟon of rights reservaƟon protocols?   

Currently there are emerging standards for rights reservaƟon, example being TDMRep [TDMRep] (at 
the site level) and C2PA [C2PA] (at the per asset, or unit level).  In addiƟon a number of open rights 
descripƟon languages (ORDL) have been developed for applicaƟons beyond rights reservaƟon.  In 
order to achieve scalable opt-out, there will be a convergence a small number of these, driven by 
organic adopƟon of standards by industry.   DECaDE does not believe that the UK government should 
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proscribe the use of any preferred standard, since such standards are all emerging and the landscape 
of AI progress is fast moving making any such technical recommendaƟon in legislaƟon at risk of 
becoming quickly obsolete. Rather, DECaDE instead believes that  as a maƩer of substanƟve law, 
the  UK government should legislate more in the abstract, requiring that an open and free technical 
standard be used to indicate rights reservaƟon.  
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QuesƟon 10: How can compliance with standards be encouraged?   

Standards have become an increasingly important regulatory tool. If they are required by law, legal 
certainty and safe interoperability is enhanced, but potenƟally at the cost of flexibility and innovaƟon.  

A possible soluƟon is used in next-generaƟon technology regulaƟon such as the EU AI Act. There, 
cerƟfied compliance with standards creates an evidenƟary (rebuƩable) presumpƟon of compliance 
with the substanƟve provisions of the law. It is rebuƩable, which discourages “Ɵck box compliance” 
that at best adheres to the leƩer, but not the spirit of the law. And it allows organisaƟons for which 
the prescribed standard is not appropriate to find other soluƟons, though these have then the 
evidenƟal burden to demonstrate the substanƟve compliance of their approach with the law. 

A similar approach could be taken here. Appropriate industry standards such as the C2PA could create 
for both creators and model trainers presumpƟons of compliance. A rights holder who uses one of 
these cerƟfied standards will then be deemed to have communicated their decision in an appropriate 
way,  and a model developer who can formally verify that their data collecƟon method will always 
recognise such standards will be deemed to have complied (again subject to rebuƩal, but with the 
burden of proof now on the rightsholder)  

QuesƟon 11: Should the government have a role in ensuring this and, if so, what should that be?  

LegislaƟon could clarify whether stripping rights metadata—including opt-out signals—is tantamount 
to circumvenƟng digital rights management (DRM), potenƟally making it a criminal offense. Such 
clarity would provide a strong deterrent against metadata removal. Beyond that, compliance may be 
encouraged by explicitly requiring plaƞorms to preserve provenance or site-level metadata wherever 
it is present. While technical soluƟons such as watermarking or fingerprinƟng (e.g. Durable Content 
CredenƟals [NSA 2025]) can help idenƟfy content that has lost its metadata, they cannot enƟrely 
overcome its removal suggesƟng that legislaƟon as well as technology should be combined to address 
the issue.  

In addiƟon to imbuing demonstrable compliance with relevant industry standards with some form of 
legal recogniƟon, as described above, the government or one of its agencies could also play a role in 
curaƟng and cerƟfying some machine-readable licenses or the smart contracts that operaƟonalise 
them. The main disadvantage of the  “opt-out” approach is that it potenƟally creates a significant 
burden on creators and other rights holders. They will be used to license terms in ordinary language, 
which means they need to develop reasonable levels of computer literacy to make full and informed 
use of the automated, fine-grained licenses that we described above as a favoured model. PotenƟally, 
this puts them at a significant disadvantage vis-a-vis technology companies that have significant in-
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house resources and also exposes them potenƟally to fraudulent or inadequate licenses that do not 
faithfully express their intent. A curated database of machine-readable license terms that cerƟfiable 
translate correctly natural language terms into code could be of help here - such a database has been 
suggested by the French Ministry of JusƟce. These curated translaƟons of terms into code would have 
to a) ensure that the code represents correctly the meaning of typical license terms and b) are legally 
valid (so for instance no smart contract that transfers full copyright, as this would fall foul of the legal 
”in wriƟng” requirement for copyright transfer.  

References 

[NSA 2025] Joint guidance on content credenƟals and strengthening mulƟmedia integrity in the 
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3.4  Contracts and licensing  
QuesƟon 12: Does current pracƟce relaƟng to the licensing of copyright works for AI training meet 
the needs of creators and performers?  

DECaDE believes that current pracƟces could be substanƟally improved to meet the evolving needs of 
creators and performers, parƟcularly around compensaƟon for content used in AI model training. With 
the rise of generaƟve AI, emerging provenance standards can now track not only which models 
generate a piece of content but also which data sources contributed to it. This makes it possible to 
idenƟfy specific creator inputs responsible for a given generaƟon.  Micropayment systems could be 
combined with provenance metadata, allowing creators to effecƟvely hold an equity stake in AI models 
and receive ongoing, automated royalƟes.  As AI models become more specialized—and in some cases, 
developed directly by arƟsts themselves—having clear provenance and licensing metadata may 
increase the value of contributors’ work. This may also help miƟgate “model collapse” caused by  poor 
quality or syntheƟc training data, by incenƟvizing the inclusion of high-quality, authorized data. The 
ORA (Ownership, Rights, AƩribuƟon) framework [Collomosse 2024, Balan 2023a], and some 
commercial startups (e.g. bria.ai), have shown how granular aƩribuƟon and compensaƟon can be 
implemented in pracƟce.    Nonetheless, creators’ acceptance of such systems varies widely by scene 
and medium, with some viewing metadata and licensing choices as integral to their creaƟve process 
[Liddell 2024, DECaDE 2025]. Addressing this diversity—and ensuring that compensaƟon mechanisms 
genuinely benefit the people producing the original works—will be essenƟal to any successful licensing 
reform. 

The experience with NFTs indicates that someƟmes, aƩempts were made to transfer through smart 
contracts full copyright, rather than merely creaƟng a license of use. There could be scope of reforming 
the law of copyright assignaƟon, to clarify or change the requirement that these have to be “in 
wriƟng”. Some AI operators may prefer full assignaƟon of right rather than a mere non-exclusive 
license to use.  

[Collomosse 2024] To AuthenƟcity, and Beyond! Building Safe and Fair GeneraƟve AI upon the Three 
Pillars of Provenance.  J. Collomosse and A. Parsons. IEEE Computer Graphics and ApplicaƟons (IEEE 
CG&A). 2024. hƩps://bit.ly/provtriad 

[Balan 2023a] EKILA: SyntheƟc Media Provenance and AƩribuƟon for GeneraƟve Art. K. Balan and S. 
Agarwal and S. Jenni and A. Parsons and A. Gilbert and J. Collomosse. In Proc. CVPR Workshop on 
Media Forensics (CVPRW). 2023. hƩps://arxiv.org/abs/2304.04639 
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[Asnani 2024] ProMark: ProacƟve Diffusion Watermarking for Causal AƩribuƟon.  V. Asnani, J. 
Collomosse, T. Bui, X. Liu and S. Agarwal. In Proc. Computer Vision and PaƩern RecogniƟon (CVPR). 
2024. hƩps://arxiv.org/abs/2403.09914 

[Lidell 2024] ORAgen: Exploring the Design of AƩribuƟon through Media TokenisaƟon. F. Liddell, E. 
Tallyn,  E. Morgan, K. Balan, M. Disley, T. Koterwas, B. Dixon,m C. Moruzzi, J. Collomosse and C. Elsden. 
In Proc. ACM Designing InteracƟve Systems (DIS). 2024 hƩps://decade.ac.uk/arƟcles/oragen-
exploring-the-design-of-aƩribuƟon-through-media-tokenisaƟon/ 

[DECaDE 2025] ORAgen: Emerging Futures for TokenisaƟon and Digital Media Rights.  DECaDE/Digital 
Catapult Technical Report.. hƩps://www.digicatapult.org.uk/publicaƟons/post/oragen-emerging-
futures-for-tokenisaƟon-and-digital-media-rights/ 

 

QuesƟon 14:  Should measures be introduced to support good licensing pracƟce? 

DECaDE believes that through technical innovaƟons new decentralized markets will emerge for 
creaƟve content licensing re-use including re-use for generaƟve AI.  DECaDE believes that such 
innovaƟons will emerge through market forces and do not require new specific measures to be 
introduced through legislaƟon, though as noted above, the government can promote best pracƟce, 
and also give technologically less sophisƟcated users reassurances through officially cerƟfied 
templates for automated licensing.  

QuesƟon 15:   Should the government have a role in encouraging collecƟve licensing and/or data 
aggregaƟon services? If so, what role should it play? 

The government should encourage the development of decentralized licensing models that leverage 
open provenance standards, allowing creators to manage rights and compensaƟon for AI training. 
DECaDE believes that decentralized plaƞorms for creaƟve rights management are a promising way to 
create a registry for licensing, including AI opt-out informaƟon. Such informaƟon may be expressed via 
open provenance standards and stored within a registry linked to digital watermarking or 
fingerprinƟng services. While Extended CollecƟve Licensing (ECL) exists as a mechanism to simplify 
large-scale licensing, it carries risks to the UK compeƟƟve posiƟoning for AI training if mass opt-outs 
occur without meaningful rightsholder engagement. Government should work with industry and 
academia to explore the development of scalable decentralized registries to this end, and consider 
emerging ideas around the incenƟvizaƟon of data collecƟon re-use for AI training (see for example 
prototypes discussed in [Balan 2023a, Balan 2023b, Collomosse 2024]). 
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QuesƟon 16: Are you aware of any individuals or bodies with specific licensing needs that should be 
taken into account? 

DECaDE advises that special consideraƟon should be made for the cultural sector and specifically to 
the policies and protocols associated with the digiƟsaƟon and sharing of cultural heritage. This includes 
the consideraƟon of indigenous data sovereignty and the growing recogniƟon to find alternaƟve data 
policies and licensing mechanisms for cultural heritage that reflect the values of the source 
communiƟes (see for example Anderson & Christen, 2013). Doing so will bring a more encompassing 
understanding of copyright principles that including cultural and social condiƟons. 

Crown copyright, Parliamentary copyright and open jusƟce licenses may require minor tweaks. For 
open jusƟce licenses e.g. currently excludes “computaƟonal analysis of the InformaƟon (including 
indexing by search engines)”. it is also  quesƟonable if in the context of AI training, the mandated “Use 
the current version of the InformaƟon “ is appropriate in all cases. 
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3.5 Transparency 
QuesƟon 17: Do you agree that AI developers should disclose the sources of their training material?  

We want to start with an important disƟncƟon: There is a difference to be made between “upfront 
disclosure”  - where training data is made available outside the context of liƟgaƟon - and “responsive 
disclosablity” that becomes relevant aŌer an infringement has been claimed.  

There is no reason that we can see that copyright law requires a new upfront disclosure duty, and such 
a duty might be harmful given the commercial sensiƟvity of that data (although there may be 
excepƟons in the case of safety criƟcal systems). Open disclosure of the sources of data used to train 
an AI model may therefore make the UK less aƩracƟve to AI innovators. 

However, if a rightsholder claims as part of liƟgaƟon that a work created by an AI a) was trained on 
their work as input and b) has created as an output a work that is sufficiently similar to the training 
work to consƟtute a copyright violaƟon, the AI provider may have to disclose the training data to refute 
condiƟon a). There are of course tried and tested methods to disclose informaƟon safely and 
confidenƟally during liƟgaƟon. There may also be new technological tools that can in a situaƟon as the 
above formally verify that the works of the claimant have not been used, without disclosing any of the 
training data (we note though that the government is also currently consulƟng on the future regulaƟon 
of computer-generated evidence, which could put constraints on such an automated verificaƟon).  

While there are therefore no good reasons to require for copyright reasons upfront disclosure of 
training data, there can be other regulatory regimes that require such disclosure for a number of 
objecƟves. For some safety criƟcal systems, it may be necessary to have appropriate reassurances 
about the reliability of the system. For AIs used in the jusƟce system, there may be a need for disclosure 
to prevent biased decisions etc. Under the AI Whitepaper of the previous government, some of these 
future disclosure rules may come from the appropriate sectoral regulator, and may not have the form 
of primary legislaƟon. It should be clear that while copyright law does not demand disclosure, it should 
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also not be possible to evoke copyright law to refuse disclosure when the relevant sectoral rules and 
regulaƟons, including delegated law-making by regulators, so require. 

QuesƟon 18: If so, what level of granularity is sufficient and necessary for AI firms when providing 
transparency over the inputs to generaƟve models?  

DECaDE believes instead that AI developers should aƩest to the use of appropriately licensed data, or 
perhaps to disclose the licenses of the data used to train the AI model.  This will be helpful to determine 
the purposes for which the AI model may be used, and define the boundaries of liability between 
model creators and users.  This will increase confidence in the re-use of AI models both commercially 
and for open source re-use. However, it is important to note that some arƟsts may be willing to consent 
for their work to be included in an AI model, but not for this to be closed. In effect, creaƟves should 
not be implicitly forced to disclose that their work has supported an AI model.  

QuesƟon 19: What transparency should be required in relaƟon to web crawlers?  

DECaDE does not believe it is helpful to indicate how data was acquired, since it is the data itself rather 
than its distribuƟon that defines the capabiliƟes, and eventual licensing, of an AI model trained on that 
data. 

QuesƟon 20: What is a proporƟonate approach to ensuring appropriate transparency?  

DECaDE believes that most Copyright concerns around AI pertain to generaƟve AI in which derivaƟve 
works are made from training data, rather than AI in general.  As such, model transparency should be 
a consideraƟon only for generaƟve AI.  DECaDE believes that emerging provenance standards should 
be leveraged to provide a means for transparently communicaƟng the provenance of a model, 
specifically the licenses under which the data was used to train the model. 

QuesƟon 21: Where possible, please indicate what you anƟcipate the costs of introducing 
transparency measures on AI developers would be.  

DECaDE has not quanƟtaƟve esƟmates however, combining machine readable rights declaraƟon 
languages (e.g. ORDL) with provenance standards (e.g. C2PA) may produce automatable ways to 
aggregate data licensing informaƟon from training data in order to automate data governance and any 
transparency requirements around licenses of data used.  Adhering to open standards and protocols 
will likely carry lower cost burden that creaƟng and curaƟng central repositories of AI opt-out signals. 
We also note here that AI developers, including some of the most innovaƟve, in many cases may be 
individuals, including arƟsts, researchers and creators themselves and consideraƟon should be taken 
as to whether transparency costs and measures create unreasonable barriers to entry for innovaƟons 
in this field.  

QuesƟon 22:  How can compliance with transparency requirements be encouraged and does this 
require regulatory underpinning. 

DECaDE believes regulatory underpinning would be essenƟal to ensure adopƟon of any transparency 
measures. 

QuesƟon 23: What are your views on the EU’s approach to transparency? 

DECaDE acknowledges the intent behind ArƟcle 53(1)(d) but cauƟons against broad disclosure 
requirements that could expose commercially sensiƟve informaƟon and discourage AI development in 
the UK and EU. A layered approach—providing general details on model providers and dataset 
characterisƟcs while ensuring opt-out compliance through machine-readable metadata—would beƩer 
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balance transparency with innovaƟon. Rather than exhausƟve dataset disclosure, AI developers should 
aƩest to using properly licensed data and document compliance with rights reservaƟons. The UK 
should align with EU principles while ensuring its approach remains pragmaƟc, enforceable, and 
globally compeƟƟve. 

3.6  Wider clarificaƟon of copyright law 
QuesƟon 24: What steps can the government take to encourage AI developers to train their models 
in the UK and in accordance with UK law to ensure that the rights of rightsholders are respected? 

Clarity on the legal expectaƟons around due diligence for opt-out would encourage confidence in 
training models in the UK. The creaƟon of granular opt-out legislaƟon (for example allowing a user to 
opt-out of some but not all forms of AI training) would contrast with coarser, more binary legislaƟon 
(EU Copyright Act, ArƟcle 4) and so might enable greater freedom for model trainers to operate within 
the UK.   

QuesƟon 26. Does the temporary copies excepƟon require clarificaƟon in relaƟon to AI training?  

If the use of digital objects for training purposes were to fall under the TCE, training may not be an 
infringing act, and no opt out would be possible. So by inverse inference, the fact that this law creates 
an opt-out regime (and hence implicitly recognises that a right of the creator is potenƟally violated) 
means that model developers cannot rely on the TCE alone. However, there may be acts prior to the 
training that fall under the TCE. For instance, if a rights statement is digitally embedded in an object, 
the crawler has to make a temporary copy just to read that statement.  Or it may be desirable to make 
a temporary copy of an asset in order to perform e.g. a visual feature extracƟon to index it within a 
registry for recording opt-out.  For these cases linked to establishing training opt-out rather than 
training per se, a clarificaƟon would be helpful. 

 

3.7 Encouraging research and innovaƟon  
QuesƟon 28. Does the exisƟng data mining excepƟon for non-commercial research remain fit for 
purpose?  

Yes. The current excepƟon for non-commercial research aligns with EU standards and remains 
appropriate. Introducing an opt-out for non-commercial use would impose addiƟonal constraints on 
academic research—limits that do not exist in the EU—and could thereby undermine innovaƟon and 
the UK’s compeƟƟve standing. 

QuesƟon 29. Should copyright rules relaƟng to AI consider factors such as the purpose of an AI 
model, or the size of an AI firm?  

No, DECaDE believes that copyright rules relaƟng to the size of an AI firm could encourage AI start-ups 
to sell or move outside of the UK when they grow, adding to the challenges of the UK tech sector at 
present.   

Yes, DECaDE believes that copyright rules should consider the purpose of an AI model.  Please see 
DECaDE’s response to Q4.  It is desirable to create granular levels of opt-out, for example enabling a 
rightsholder to opt out of certain AI uses and not others.   
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3.8 AI Outputs 
QuesƟon 30. Are you in favour of maintaining current protecƟon for computer-generated works? If 
yes, please explain whether and how you currently rely on this provision 

From the recent consultaƟon by the IPO, it seems that SecƟon 9(3) is very rarely used in pracƟce. The 
reason in our view is that it is very difficult to conceptualise a situaƟon where a work is generated 
without any relevant human input. As a result, there are may works where a creator uses an AI, oŌen 
to a significant extent, to create a work - but hardly any where there is no idenƟfiable author. This 
seems to be a sound approach that works well in pracƟce 

QuesƟon 31. Do you have views on how the provision should be interpreted? 

As above, given that the creaƟvity threshold for copyright is generally not very demanding, an 
interpretaƟon that puts high bars on “computer-generated works without an author” remains 
appropriate. 

QuesƟon 35. Are you in favour of removing copyright protecƟon for computer-generated works 
without a human author? 

As noted above, there seem to be very few cases where  SecƟon 9(3) has ever been used. In always all 
situaƟons, it is beƩer and more straighƞorward to consider AI as a creaƟve tool rather than creaƟve in 
its own right.  On this basis, it should be permiƩed to copyright the results of applying AI creaƟvely, 
but not to copyright content that is autonomously created by an AI model without manual creaƟve 
input. Removing or keeping the protecƟon therefore is unlikely to make a major change in pracƟce. 

 

3.9 Infringement and liability relaƟng to AI-generated content 
QuesƟon 38. Does the current approach to liability in AI-generated outputs allow effecƟve 
enforcement of copyright? 

Current enforcement mechanisms are limited because AI-generated content lacks reliable aƩribuƟon 
i.e. to prove which model made an image, or which data is most responsible for a generated image. AI 
outputs that closely resemble training data pose risks of copyright infringement, yet proving 
infringement is difficult without robust provenance tracking or data aƩribuƟon.  Whilst the former is 
achievable with emerging standards (C2PA), data aƩribuƟon technologies remain in an early stage of 
research. 

A second, less discussed problem is the treatment of independent creaƟon. Copyright, unlike a patent, 
does not protect against independent parallel creaƟon. In the past, it was difficult (though not 
impossible) to plead independent creaƟon if two works of sufficient complexity were idenƟcal or near 
idenƟcal. It is simply extremely unlikely that a second person would write all three volumes of the Lord 
of the Rings, without ever having been exposed to the original - much more unlikely than the “balance 
of probability standard requires. With AI-generated works, the situaƟon is different, two users of the 
same AI model, by using only slightly different prompts, will oŌen create the same or near-idenƟcal 
outputs. In this situaƟon, it will be difficult to prove for either that their work really was independently 
created, and not a copied from the work of the other. It is difficult to predict just how much of a 
problem this will become, and if we will see disingenuous use of the “I did not copy, I simply used an 
AI that must have had similar training data” defence.  
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QuesƟon 39. What steps should AI providers take to avoid copyright infringing outputs? 

It is possible to run safety checks on the outputs of generaƟve AI models to establish whether 
generated content is very close to training data example, using similar technology to that employed by 
reverse image search engines.  Such technologies may be helpful to AI providers avoid any penalƟes 
applicable for copyright infringing outputs and so the adopƟon of such technologies is likely to be 
driven by market forces rather than requiring legislaƟon in its own right. 

 

3.10 AI output labelling 
QuesƟon 40. Do you agree that generaƟve AI outputs should be labelled as AI generated? If so, what 
is a proporƟonate approach, and is regulaƟon required? 

Arguably, the potenƟal for mis-use of generaƟve AI outputs suggests value in such a label to fight 
misinformaƟon, or to prevent certain types of fraud.  On the other hand, there can be negaƟve 
percepƟons of creaƟve value associated with overt generaƟve AI use.  DECaDE believes a balanced 
approach is therefore required, and suggests that legislaƟon mandaƟng labelling is limited only to 
certain categories of plaƞorm such as social media or news sites. 
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QuesƟon 41. How can government support development of emerging tools and standards, reflecƟng 
the technical challenges associated with labelling tools? 

The government should support industry collaboraƟon and standardizaƟon efforts for AI-generated 
content labelling, parƟcularly through open metadata frameworks such as C2PA and IPTC standards. 
This could include funding research and pilots that integrate these technologies across major digital 
plaƞorms, ensuring robust adopƟon. AddiƟonally, the government could convene regulatory 
sandboxes to test and refine labelling technologies in real-world applicaƟons, parƟcularly in sectors 
such as journalism, social media, and creaƟve industries. 

To address technical challenges, AI-generated content labels must be persistent, machine-readable, 
and resistant to removal. The government should explore incenƟves for plaƞorm compliance and 
mechanisms to enforce metadata retenƟon on content distribuƟon plaƞorms such as social media. 

QuesƟon 42. What are your views on the EU’s approach to AI output labelling? 

The EU’s approach to AI output labelling, which includes mandatory AI-generated content disclosure 
for foundaƟon models, aims to improve transparency and miƟgate misinformaƟon risks. However, a 
one-size-fits-all approach risks overburdening AI developers and sƟfling innovaƟon. 

DECaDE supports context-dependent labelling, where AI-generated content is transparently marked, 
but without discouraging legiƟmate creaƟve uses. Open standards such as C2PA already enable 
granular labelling of AI-assisted content, disƟnguishing between fully AI-generated media and AI-
enhanced media. The UK should take a balanced approach, requiring provenance-based AI labelling 
for criƟcal sectors (e.g., news and social media), while ensuring flexibility in creaƟve and commercial 
applicaƟons. 
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3.11  Digital replicas and other issues 
QuesƟon 43. To what extent would the approach(es) outlined in the first part of this consultaƟon, 
in relaƟon to transparency and text and data mining, provide individuals with sufficient control over 
the use of their image and voice in AI outputs? 

Transparency is needed for creators to understand how their work is used in AI training and seek 
remuneraƟon. A level of granularity in transparency regarding the specific ways in which their work is 
used in AI training is important for creators to assess the impact of such reuse and make informed 
decisions about whether to permit it, allowing them to maintain control and agency over their creaƟve 
output. 

3.12 Other emerging issues 
QuesƟon 45. Is the legal framework that applies to AI products that interact with copyright works at 
the point of inference clear? If it is not, what could the government do to make it clearer? 

AI can generate derivaƟve works both from its training data, or at inference Ɵme from data passed 
through it for adapƟon (for example, an AI model may be customized to create specific arƟsƟc styles, 
specific people or specific brand logos).  To improve clarity, the government should establish legal 
guidance on liability, defining when AI-generated content consƟtutes a derivaƟve work requiring 
licensing.  

QuesƟon 46. What are the implicaƟons of the use of syntheƟc data to train AI models and how could 
this develop over Ɵme, and how should the government respond? 

SyntheƟc data poses risks to AI model quality through Model Autophagy Disorder (MAD) 
[Alemohammad 2023] which is a form of AI model collapse, where excessive AI-generated content in 
training datasets degrades performance over Ɵme. This issue is parƟcularly pressing as AI-generated 
media increasingly populates the open internet. IdenƟfying and disƟnguishing syntheƟc from human-
created data is therefore commercially significant and vital for maintaining model reliability.  Recent 
research explores how syntheƟc data presence can be miƟgated during training [Alemohammad 2024] 
however this sƟll leads to cost inefficiencies and potenƟal quality issues. 

To address this, content provenance standards such as C2PA should be strengthened to help AI 
developers track and filter syntheƟc data sources. Granularity in aƩribuƟon is also crucial—rather than 
binary labels like AI-generated or human-generated, provenance tools should capture the degree of 
AI modificaƟon. The government should support open, interoperable provenance standards and 
ensure their adopƟon across digital plaƞorms, enabling creators to trace how their work is used and 
miƟgaƟng the risks of syntheƟc data polluƟon in AI training. 
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QuesƟon  47. What other developments are driving emerging quesƟons for the UK’s copyright 
framework, and how should the government respond to them? 

Decentralized technologies such as distributed ledgers technology (DLT), or colloquially ‘blockchain’, 
enable the creaƟon of secure decentralized databases, without relying upon the trust of any individual 
organizaƟon or third party.  May commercial use cases have explored DLT for supply chain traceability, 
and there are clear parallels between this and the creaƟve supply chain for digital content. 

Emerging standards such as C2PA provide a machine readable foundaƟon to describe content 
ownership, provenance and rights. However this informaƟon is always removable from assets, 
suggesƟng a need for a decentralized database to recover it.  DECaDE therefore believes that an 
important piece of the puzzle in solving general copyright and aƩribuƟon for creaƟve content involves 
DLT, which in turn raises quesƟons around the representaƟon of digital idenƟty in such systems, and 
so legislaƟve quesƟons around plaƞorm governance that are not immediately obvious when 
considering of AI and Copyright. 
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